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## Problem Definition
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Our problem: Simulating a $t$-step random walk
A starting vertex $v_{0}$ is given at the end of the input stream.
The streaming algorithm outputs a random sequence ( $v_{0}, v_{1}, \ldots, v_{t}$ ).
The $\ell_{1}$ distance between the output distribution and the distribution of $t$-step random walks is less than $\varepsilon$.
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## Main questions

Can we do better (when small error $\varepsilon>0$ is allowed)?
Can we prove space lower bounds?
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Our study: What can we do in the single-pass streaming model?
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## Space lower bound for undirected graphs

We show a reduction from the INDEX problem.
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Hence

$$
\operatorname{Pr}[u \text { fails }] \leq n \sum_{\text {walk } w} \operatorname{Pr}[w] \cdot 1[w \text { has more than } C \text { " } \operatorname{Big} \rightarrow u \text { " steps }]
$$

## Algorithm for undirected graphs

Hence

$$
\operatorname{Pr}[u \text { fails }] \leq n \sum_{\text {walk } w} \operatorname{Pr}[w] \cdot 1[w \text { has more than } C \text { " } \operatorname{Big} \rightarrow u \text { " steps }]
$$

Big vertex has degree $>C . \operatorname{Pr}\left[v_{i} \rightarrow v_{i+1}\right.$ is a " $\operatorname{Big} \rightarrow u$ " step $\left.\mid v_{i}\right]<1 / C$ In $t$ steps, "Big $\rightarrow u$ " happens $<t / C$ times in expectation (and it has concentration!)
Choosing $C=O\left(\sqrt{t} \log n \varepsilon^{-1}\right)$ makes $\operatorname{Pr}[$ FAIL $] \leq \sum_{u} \operatorname{Pr}[u$ fails $] \ll \varepsilon$.
(we can improve the log-factor using more careful analysis..)

## Dealing with multiple edges

When there are multiple edges,

$$
\operatorname{Pr}\left[v_{i} \rightarrow v_{i+1} \text { is a " } \mathrm{Big} \rightarrow u \text { " step } \mid v_{i}\right]<1 / C
$$

might not hold. (example: most of $v$ 's adjacent edges are connecting $u$ )

Fix: For each $u$, we use heavy-hitter algorithms to find those neighbors $v$ such that $\operatorname{Pr}\left[v_{i}=v \mid v_{i-1}=u\right]>1 / C$.

## Thank you!

